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The Dedekind η-function is the function defined in the upper
half-plane H by

η(τ) = e
πiτ
12

∞∏
n=1

(
1− e2πinτ

)
.

Jacobi showed that η24 is a modular form of weight 12, i.e.

η24
(
aτ + b

cτ + d

)
= η24(τ)(cτ + d)12

for every matrix A =

(
a b
c d

)
∈ SL(2,Z). But how does η

itself transform?
Taking logs on both sides, we get

24(log η)

(
aτ + b

cτ + d

)
= 24(log η)(τ) + 6 log(−(cτ + d)2) + 2πiR(A)

for some R(A) ∈ Z, which Ghys calls the Rademacher function.
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It is a beautiful fact that this integer R(A) can be expressed in
different ways, thereby connecting different parts of
mathematics.

Atiyah showed the following are equal:

1. The change in the argument of the Dedekind η function
(our definition)

2. A certain Dedekind sum (elementary number theory)

3. Signature invariant, signature defect (algebraic topology)

4. Logarithmic monodromy of the Quillen determinant line
bundle (differential geometry)

5. The value LA(0) of the Shimizu L-function (analytic
number theory)

6. The Atiyah-Patodi-Singer invariant (also called η) of a
certain 3-manifold (index theory)

7. The adiabatic limit of a certain metric (Riemannian
geometry)

My goal is to give a shorter, direct proof that:

1 = (bare-bones version of) 4
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More precisely, I give an elementary proof of the following
theorem (combination of (5.23) and (5.28) in Atiyah’s paper):

Theorem (τ version). The change in the argument of the
Dedekind η function along a path γ(t) from τ to A · τ in H is
equal to the ‘renormalized sum’ of the changes in the arguments
of the lattice points ω(t) ∈ Lγ(t). That is,

R(A) = −2i

π


∑
ω∈Lτ
ω 6=0

t=1∫
t=0

d

dt

(
argω(t)

|ω(t)|s

)
dt


s=0

where
Lτ = Z < 1, τ >

is the lattice generated by τ .
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Interlude: Renormalized sums over lattice points

Euler taught us that

· · ·+ 1 + 1 + 1 + 1 + · · · = −1.

More precisely, 
∑
n∈Z
n6=0

1

|n|s


s=0

= −1.

But how about the following?

· · ·+ 1 + 1 + · · ·

· · ·+ 1 + 1 + · · ·

· · ·+ 1 + 1 + · · ·

...
...

...
...

...
...

...
...

=


∑
ω∈Z2

ω 6=(0,0)

1

|ω|s


s=0

= −1.
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For a general lattice L in the plane,
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=
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ω∈L

ω 6=(0,0)

1

|ω|s


s=0

= −1

So, if you want to sum over a quantity f(ω) associated to each
lattice point ω, we should compute

∑
ω∈L

ω 6=(0,0)

f(ω)

|ω|s


s=0

.
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To prove the Theorem, we take insipiration from the talk of
Étienne Ghys at ICM Madrid in 2006, and reformulate both
sides in terms of his 3-dimensional ‘space of lattices’ picture.









Under the bijections

S3 − trefoil ∼= space of nondegenerate unit-area lattices
∼= SL(2,R)/SL(2,Z)
∼= unit tangent bundle of H

the geodesic flow on the unit tangent bundle of H corresponds
to the modular flow on the space of lattices.

Think of a lattice
L as sitting in R2, and then act on R2 via the transformation(

et 0
0 e−t

)
to get a new lattice Lt.
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What are the closed orbits in the modular flow?

Note: these
will be certain knots in the complement of the trefoil in S3!
Start with an integer matrix

A =

(
a b
c d

)
∈ SL(2,Z).

Assume A is hyperbolic, i.e. |a+ d| ≥ 2. Then we can find a real
matrix P which diagonalizes A, i.e.

PAP−1 = ±
(
et0 0
0 e−t0

)
.

for some t ∈ R. Set L := P (Z2). Then L is a periodic orbit of
period t0:

Lt0 =

(
et0 0
0 e−t0

)
P (Z2)

= ±PA(Z2)

= ±P (Z2)

= L.
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Fact. The closed orbits of the modular flow are in bijection
with:

I Conjugacy classes of hyperbolic elements in SL(2,Z)

I Closed geodesics on the modular surface SL(2,Z)\H
I Indefinite integral quadratic forms Ax2 +Bxy + Cy2 with

positive discriminant D = B2 − 4AC

I Ideal classes in the ring of integers of Q[
√
D]

I Continuous fractions etc. · · ·

I must say I have thought about many aspects of these
closed geodesics, but it had never crossed my mind to
ask which knots are produced. Peter Sarnak
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Theorem (Ghys). The change in the argument of the
Dedekind η-function associated to a hyperbolic matrix
A ∈ SL(2,Z) equals the linking number of the closed orbit LA
with the trefoil in S3:

R(A) = Link(trefoil, LA)

Bruce’s question: Give an algebraic number theory formula for
this linking number in terms of the ideal class in OQ[D].



Theorem (Ghys). The change in the argument of the
Dedekind η-function associated to a hyperbolic matrix
A ∈ SL(2,Z) equals the linking number of the closed orbit LA
with the trefoil in S3:

R(A) = Link(trefoil, LA)

Bruce’s question: Give an algebraic number theory formula for
this linking number in terms of the ideal class in OQ[D].



Let us now restate our formula

R(A) = −2i

π


∑
ω∈Lτ
ω 6=0

t=1∫
t=0

d

dt

(
argω(t)

|ω(t)|s

)
dt


s=0

(*)

in terms of the 3-dimensional ‘space of lattices’ L.

The left
hand side of (*) is the change in the argument of the Dedekind
η function. Under the correspondence{

f : H→ C
f(A · τ) = (cτ + d)kf(τ)

}
↔
{

F : {L → C
F (λL) = λ−kF (L)

}
we can promote η to a ‘square-root’ function

N : L → C .

The infinitesimal change in the argument of N can then be
thought of as a closed smooth De Rham 1-form

n ∈ Ω1(L).
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Similarly, the right hand side of (*) can be thought of as the
period of a 1-form r ∈ Ω1(L).

Namely, r is the 1-form whose
integral along a path γ in L is given by

∫
γ

r = −1

2


∑
ω∈L
ω 6=0

t=1∫
t=0

d

dt

(
argω(t)

|ω(t)|s

)
dt


s=0

.

So our theorem can now be restated as:

Theorem. The integrals of n and r around closed loops in the
space of lattices L are equal.
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Proof. Both n and r are closed 1-forms (clear for n, requires
an argument for r), so we only need to show that their
cohomology classes are the same.

But,

H1(L) = H1(S3 − trefoil) = Z.

So both n and r are classified by its integral around the
meridian of the trefoil:

We can take this loop γ in the space of lattices to simply be the
rotation of the standard square lattice through π

2 :

Lt =

(
cos t − sin t
sin t cos t

)
Z2, t = 0 . . .

π

2
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Since N behaves like a square root, rotating the lattice through
π
2 means that the argument of N changes by π

4 .

So,∫
γ

n =
π

4
.

Similarly,

∫
γ

r =

− 1

2


∑
ω∈L
ω 6=0
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t=0

d

dt

(
argω(t)

|ω(t)|s

)
dt


s=0

= −π
4

 ∑
(m,n)6=(0,0)

1

(m2 + n2)
s
2


s=0

=
π

4
.

Q.E.D.
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